
Potential of Formation Flight for Commercial Aviation:
Three Case Studies

Thomas E. Kent∗ and Arthur G. Richards†

University of Bristol, Bristol, England BS81TR, United Kingdom

https://doi.org/10.2514/1.C035954

Formation flight has the potential to significantly reduce aircraft fuel consumption by allowing “follower” aircraft

to fly in the aerodynamicwake of “leader” aircraft. However, this requirement for aircraft to be in close proximity for

large parts of their journey raises questions about the suitability of flying in formation given the diverse range of

existing flights and geographical regions. This paper demonstrates the potential for two-aircraft formation flight

for three distinct case studies: long-haul airline, transatlantic airline, and low-cost airline, encompassing a range of

typical airline regions and characteristics. The results indicate, even with only minor scheduling alterations, the

potential fuel savings could result in savinghundreds ofmillions of dollars in fuel costs and reducingmillions of tonnes

of carbon dioxide emissions. An analytical geometric method for calculating all possible combinations of optimal

routes is presented. This is coupled with a mixed integer linear program for providing an assignment of aircraft into

formation pairs. A number of different key metrics, correlations, and predictive indicators help to determine which

flights, airlines, and regions show “good” formation potential. Importantly, this paper also demonstrates these results

for a wide range of drag-reduction possibilities and the impact this has on achievable fuel saving.

I. Introduction

R EPORTS [1,2] estimate passenger numbers are estimated to

surpass eight billion by 2037 with continuing growth in pas-

senger demand for air transport maintaining historic levels of

between 5 and 6% per year. Therefore, commercial aviation is con-

stantly looking for ways to copewith these increases in demand [3,4]

while reducing costs. Furthermore, there is an ever mounting need to

look for ways to mitigate the resulting impact this increase in pas-

sengers has on the environment [5,6]. Therefore, the focus ofmuch of

modern aviation-related research aims to address these issues by

making air travel cheaper, more efficient, and significantly more

environmentally friendly. It is clear that in order to achieve such

environmental goals [7], without radical changes to current aircraft

fleets, breakthroughs of operational concepts are required. The work

of this paper looks at one potential concept for commercial aviation:

formation flight.

One of the immediate benefits of formation flight, over other

proposed fuel-savingmethods such as air-to-air refueling or blended-

wing/body aircraft [8,9], is the relatively minimal change to the

current airframes. The majority of today’s commercial airliners can

fundamentally observe a reduction in drag from formation flight [10].

The most immediate changes required would be from the areas of air

traffic management and avionics; however, these challenges should

not be underestimated.

Formation flight has long been used within the military to provide

an effective approach for safely moving large numbers of aircraft

[11]. However, flying in close proximity (in particular, in the wake

vortices [12,13] of other aircraft) can also be used to obtain a drag

reduction. Therefore it is of great interest to see how formation flight

can be used to reduce fuel burn within commercial aviation. Before

formation flight can become a realistic fuel-saving method for

commercial aviation, a number of key areas must first be addressed.

These include, but are not limited to, aerodynamics and simulation

[10,14–24]; control and automation [12,15,19,25–27]; routing and
assignment [21,28–30]; and operations and regulations [1,4].
Flight tests, aerodynamic simulations, and analytical study help

to show the potential for formation flight from the microlevel of a
particular single formation setting, but few look at the larger fleet-
level (or macrolevel) problem of assigning aircraft into those for-
mations. Works by Blake and Multhopp [14], Blake and Gingras
[15], Jacques et al. [16], Wagner et al. [17], Vachon et al. [18], and
Ray et al. [19] all showed significant induced-drag-reduction figures
for two aircraft flying in formation, ranging from 25 to 59% and
resulting in fuel-flow reductions of between 8 and 18%. These
numbers help to estimate formation drag-reduction values used
within this paper. Furthermore, the works of Ribichini and Frozzoli
[31] and, more recently, Bower et al. [10] and Xu et al. [20,21] use
these drag-reduction values to demonstrate promising results for
real world flights. However, aerodynamic simulations by Ning
et al. [32] and range-equation estimates by Voskuijl [24] conclude
that to reach higher savings, aircraft would need to reduce their Mach
number by roughly 2% and fly at a slightly higher altitude. Crucially
for the commercial flight setting, Ning et al. [13,32] have demon-
strated that even in “extended formation flight,”where aircraft can be
separated longitudinally by 10–40 wingspans, these fuel savings are
possible.
However, assuming an aerodynamic benefit of flying in the wake

of another aircraft, it is still essential to be able to predict and track
both the evolution of thewake vortices left by aircraft [12,27] and the
aircraft itself [13] while maintaining a position relative to them
[33,34]. Demonstrating the importance of tracking the optimal region
of drag reduction, Zhang and Liu [26] show that to maintain at least
90% of the maximum drag reduction, the so-called sweet spot has to
be tracked within 5% of a wingspan. DeVries and Paley [12,27]
explore the need be able to simultaneously track the wake of lead
aircraft and control the follower aircraft’s position. Formation-hold
autopilots have also been introduced to enable formations to stay in
position relative to each other [25,35,36].
While flight tests and aerodynamics are a motivation, the process

ofmodeling, predicting, andmeasuring the benefits and practicalities
are not explored in this paper. Instead, these topics are assumed to be
sufficiently solvable to allow for formation flight to occur and instead
help to estimate feasible drag reductions. Each of the aforementioned
form core research areas and will contribute to the overall success of
commercial formation flight; the work of this paper is focused on
assessing the routing and assignment problem.
Seminal work on the coupled formation routing and assignment

problem was introduced by Ribichini and Frozzoli [31]. Optimal
routes comprise great circle paths, ignoringwind, and assume per-unit
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distance fuel reductions of 10 and 15% when flying in formations
of two and three, respectively. An example three-flight study resulted
in overall savings of 9.2% against solo flight. The work also imple-
ments a “proposal–marriage”-type greedy algorithm for decentral-
ized assignment of flights into formations, outlining their concerns
with tractability of the larger globally optimal problem. The work of
Bower et al. [10] improved upon the basic routing methods with a
focus on aerodynamic performance and formation geometries. In
addition to the aerodynamic approach, the authors outline a small
case study for five FedEx flights, creating a formation of two and one
formation of three, resulting in fuel savings of 7.8 and 12.5%.
The work by Xu et al. [20,21] combines route optimization, an

aerodynamic model by Ning et al. [13], and an assignment optimi-
zation. To try to mitigate the massively combinatorial problem of
assigning aircraft into formations, which we refer to as the global

assignment problem, a heuristic approach of preemptively discarding
“bad” formations is used. A smaller subset of remaining possible
candidate solutions is then optimized for formation flight.A gradient-
based optimization is used to calculate values for a number of design
variables, such as rendezvous locations and altitudes, and provides
reasonably high-fidelity solutions that include a schedule optimiza-
tion. The results presented are based on their Star Alliance case-study
of 150 transatlantic flights, and show extremely promising overall
savings of 7.7%, even with scheduling constraints. However, the
extent of the computational time required (roughly 200 h for 2500
formation combinations) shows the need for a faster approach if the
larger global assignment problem is to be assessed.
For formation flight to become a reality within the commercial

flight sector, significant potential needs to be shown. It is therefore
necessary to investigate a number of differing scenarios where for-
mation flight may be of benefit. This paper presents a comparison
of three distinct datasets to assess its feasibility, with the objective of
observing patterns and influencing factors affecting formations and
the associated fuel savings. Importantly, all of the results of this paper
will focus on formations with a size of two (i.e., pairs); however,
for larger formations, analogous methods have been addressed pre-
viously by Kent [37].
We will first, in Sec. II, review the use of a geometric approach to

calculate routes for two-aircraft formations, coupled with the use of
an optimization to assign individual aircraft into formation pairs. The
key feature of this approach is the ability to assess a very large number
(hundreds of thousands) of potential formations in a short amount of
time. Three case studies, each with a set of flights with potential for
using formation flight, will be introduced in Sec. III, along with an
attempt to categorize them using a simple graph-theoretic approach.
The results of applying the methodology of Sec. II to each of the case
studies will then be discussed in the remaining Secs. IV–VI. The aim
is to study the sensitivity of changes at the micro level (individual
formation), such as rates of fuel burn during formation flight or
restrictions on scheduling, in order to observe the effect this has on
the results of the macrolevel (global fleet assignment).
Initially, in Sec. IV, we outline solutions for a baseline 10%

formation fuel-saving factor, wherewewill present the impact sched-
ule restrictions have on performance.With those, in Sec.V,we look at
a metric for quantifying formation flight potential and possible
predictive indicators of characteristics that lead to “better perform-
ing” formations. Finally, in Sec. VI, the impact of the formation
fuel-saving factor is investigated, examining results for formation
discount factors between 1 and 20%.

II. Geometric Approach to Optimal Formation Routing
and Fleet Assignment

The core methodology outlined in this section is directly taken
from the authors’ previous works of Refs. [29,37]. For brevity, an
overview of the geometric method will be presented here. The key
focus behind the method is to enable rapid calculations, in just a few
milliseconds per formation, of the optimal formation routes by using
an analytic, geometric method. In this paper, we choose to limit
formations to two aircraft; however, in Sec. II.C, we discuss how
the following methods can extend to formations of three or more.

To introduce the route optimization method, begin by assuming
aircraft only at cruise at a constant altitude, and with constant rates of
fuel burn per unit distance. Two flights, flight A and flight B, fly from
two distinct origins, A and B, to a common destination C. Under the
assumptions, the optimal flight will consist of two solo straight-line
legs, fromA andB, respectively, to a common join pointP, and then a
shared leg from P to the destination airportC. The formation routing
problem is then defined as finding the point P joining A, B, and C
together such that the sum of the fuel burned is minimized. Exten-
sions to allow for differential fuel-burn rates, along with the removal
of a number of simplifying assumptions, are discussed in Sec. II.C.

A. Using Arc Weights to Represent Formation Flight

To incorporate the concept of benefiting from drag-reduction from
flying in formation, a notion of “arc weighting” will be used. An arc
represents a flight between two points, such as a solo flight fromA toC
or a formation leg fromP toC. The relative “cost” (in this case, the cost
in fuel burned) of each arc can be formulated by adding weightings.
This fuel-burn constant is used as the arc weightings for each flight, to
take into account distinct aircraft types and corresponding differing
rates of fuel burn. EUROCONTROL’S Base of Aircraft Data (BADA)
[38] can provide estimates to the fuel-burn rates.
The proportion of fuel used along the formation arc of the flight

should, however, be less than if the aircraft were not in formation. The
control and distribution of the formation (e.g., leader selection) is
assumed to be determined separately, and only an aggregate fuel-burn
rate for the whole formation is used for route optimization. Ideally,
this would be based on a detailed consideration of the aircraft types
involved. However, this is beyond the scope of this paper. For the
purposes of this work, for a formation size of two, a nominal
formation fuel-burn factor (denoted λf) of 0.9 is used initially, based
on estimates from the results of Refs. [14,15,23,28,29,37,39–41].
That is, if the front aircraft receives no savingwhile the follower saves
20%, the resulting average is taken to be �1� 0.8�∕2 � 0.9 � λf
relative to both aircraft in solo flight. The method will readily extend
to a more detailed determination of this factor based on formations of
particular types of aircraft. In terms of scalar arc weighting, this
means that at the formation stage of the flight, each member contrib-
utes the proportion λf (e.g., 0.9) of their own weighting and the total
estimated fuel burn per unit distance on the formation arc is simply
the sum of all these contributions. In Sec. VI, we will look more
closely at the impact the value λf has on potential fuel saving.

Take flight A and flight B, that each depart from airports A and B
and have a single shared destination airport C, but want to join
in formation via a point P. As shown in Fig. 1, let the solo arcs
AP and BP have arc weightings of wA and wB, respectively
(taken from BADA). The weight of the formation arc PC is
wC � �wA � wB� × 0.9. With this in mind, the problem is then to
find the optimal location for this point P. This can be considered the
“microproblem” of trying to find the optimal route for two aircraft in
order to fly in formation. The following looks to use an adaptation of
the Fermat point problem to solve this.

B. Basic Geometric Method

The approach is based upon the Fermat point problem [42,43]:
given triangle ABC on the Euclidean plane, find a point P such that
the sum of the distances kPAk, kPBk, and kPCk is minimized. The
problem can be extended to include the notion of weighted arcs,
allowing the representation of differing costs per unit distance. For
the three vertices A, B, and C and the join point P, the scalar weights
wA,wB, andwC correspond to the arcsPA,PB, andPC, respectively

Fig. 1 Arc weightings representing formation flight.
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(shown in Fig. 1). The problem is then minimizing the sum of the

weighted vectors normalized by their distances:

f�P� � wA

PA

kPAk � wB

PB

kPBk � wC

PC

kPCk (1)

From the minimal energy principle [42], this system has an equi-

librium point when f�P� � 0, and so the location of P is chosen to

achieve this equilibrium. From the law of cosines, this leads to

expressions θA, θB, and θC for the intersection angles ∠BPC,
∠APC, and ∠APB, respectively (as in Fig. 2):

θA � cos−1
�
w2

A −w2
B − w2

C

2wBwC

�
; θB � cos−1

�
w2

B − w2
A −w2

C

2wAwC

�
;

θC � cos−1
�
w2

C −w2
A −w2

B

2wAwB

�
(2)

It is important to note that these expressions are obtained solely from

the input of the three scalar weight values wA, wB and wC, and are

therefore independent of any physical location [42].
Knowing these three angles eliminates the need for a fixed desti-

nationvertexC. Two fixed pointsA andB and a formation angle θC, at
which the trajectories must meet, inscribe two circles that define the

loci of possible formation points (as shown in Fig. 3) for all possible

destinations.
Therefore, given any pair of nodes fA;Bg with three arc weights

wA,wB, andwC, the two inscribed circles (each with a “back vertex”

X) can be constructed. Then, for any destinationC, the formation join

point must lie at the intersection of the line CX and the locus arc of

possible join points (at most, only one of the back vertices will be

used, with the choice depending on the location of the destina-

tion node).
When routes have distinct departure and arrival nodes, then this

approach must be applied to both “ends”; thus, the problem is to find

both a rendezvous location and the point at which a formation should

break away. This construction is depicted in Fig. 4 for two solo routes

between AC and BD (the black lines). First, the circles and back

vertices are calculated for each pair fA;Bg and fC;Dg. Then, the arc
joining a back vertex Xi of fA;Bg to a back vertex Yj of fC;Dg
(i; j ∈ f1; 2g) should cross both circles at the required angles (the

dotted black line). This results in two crossing points,P andQ, which

are the respective join and break points of the formation. However, if

no single arc exists that satisfies the angles of Eq. (2) on both circles,

then the optimal path is the shortest path between either Xi and C
orD, or Yi andA orB so that the angles are satisfied only once. If that

is not possible, then the formation arc will simply connect A or B

to either C or D. The resulting route flown for each aircraft is then
A → P → Q → C and B → P → Q → D.

C. Additional Extensions of the Geometric Method

The key methods of the geometric routing approach have been
outlined; however, a number of important additional extensions have
been explored in detail by the authors in [29,37]. First, while the
methods of this section are inherently planar, they can be easily
extended towork on the surface on a sphere; importantly, this enables
the use of great circle paths. Second, a notion of a minimum distance
required to climb and descend allows the inclusions of radial con-
straints around each of the airports, ensuring flights have room to
either climb to their required cruise altitudes or descend from them.
Additionally, this framework allows the routing problem to be
decoupled, reducing pairs of nodes to their back vertices and
inscribed circles. The optimal route for any formation appears to
project from a back vertex, regardless of destination. As this infor-
mation is independent of the destination, it depends only on the
relative weights and fixed pairs of nodes. This fairly elegant method
of projecting from a back vertex can be further extended to not only
solve for formations of two aircraft, but theoretically any size. As
demonstrated in Refs. [29,37,44], this is done by essentially using
these back vertices to create a “dummy” flight; then, all the previ-
ously described methods can be applied to create further formations
between flights and dummy flights. As long as the aircraft weights,
fuel-burn equations, and climb and descent distances are factored in,
any number of flights can be decomposed in this way. However, the
combinatorial considerations of larger formations must not be over-
looked, with scalability issues arising from both the many ways
of ordering of joining and breaking away from formations along
with a huge increase in the number of possible formations. While
much of this combinatorial complexity is due to a global, centralized
approach, the use of the decentralized approach (such as that ofDoole
and Visser [44]) shows that scalability is possible.
A nominal rate of fuel burn for the aircraft-specific arc weightings

acts only as a reasonable estimate for the final problem.Therefore, the
method is adapted to move from a notion of a constant nominal fuel
burn to one that changes with distance flown and weight. Further-
more, in thismodel, the drag-reduction benefits of flying in formation
will be applied directly to the coefficient of drag via the discounting
factor λf incorporated into the Breguet range equation [45]. The
speed of each aircraft is constant for each flight section and chosen
to be that which minimizes their fuel burn (or, while in formation, the
total fuel burn of all members) calculated via the same range equa-
tion. As operationally flying in formation while achieving fuel sav-
ings is not always guaranteed, each aircraft is required to carry extra
fuel to ensure it can fly the entire formation route solo. This is in
addition to the standard requirement of a 10% fuel reserve. The
takeoff weights of the aircraft are then adjusted to take this additional
fuel into account. Finally, to directly compare time-free solo routes
with time-free formation routes, aircraft are instructed to fly at speeds
that minimize their fuel burn (or, while in formation, the total fuel
burn of all members).
To summarize, the methods used in this paper are those of the

geometric method for a formation with a size of two, including all
these extensions outlined. These methods are used to calculate the
formation routes for the results in Secs. IV–VI. By using this geo-
metric approach for routing, it enables us to quickly calculate a cost
for a potential formation. The speed of this calculation, for formations

Fig. 2 Three-point vectorial representation and corresponding angles.

Fig. 3 Possible solution points given an angle of interception.

Fig. 4 Geometric construction of optimal formation rendezvous pointP
and breakaway point Q.
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with a size of two, allows over 100,000 possible combinations to be
assessed in under 1 min.

D. Global Fleet Assignment Problem

Given that the optimized routes and costs for all possible pairings
can now be easily calculated, it remains to select compatible fleets.
That is, by assigning each aircraft to one formation, find the subset of
all possible formations that minimizes the total cost. This is known as
the fleet assignment problem.
Each flight can only belong to one formation (or fly solo); a mixed

integer linear program (MILP) solver is used to generate the optimal
subset of formations that minimizes the total cost. The optimization
problem, based on similar work by Xu et al. [21], is formulated as
follows: for Na aircraft, there are Nf possible favorable formations
(i.e., those with a lower cost than their respective solo flights),
including Na solo formations. A parameter of pj;i � 1 if, and only

if, aircraft i is included in formation j. Furthermore, if formation j is
used, it will incur a fuel cost of cj. The binary choice is then whether
formation j is chosen in the solution (so, xj � 1) or not (xj � 0).

Therefore, the MILP is used to optimally assign each aircraft into a
formation by choosing the state of each xj. That is,

minimize
x

XNf

j�1

cjxj;

subject to
XNf

j�1

pj;ixj � 1; ∀ i ∈ f1; : : : ; Nag;

xj binary; ∀ i ∈ f1; : : : ; Nag (3)

This MILP formulation, consisting of Nf variables and Na con-

straints, can be solved using a wide range of optimization software;
for this paper, we have used Gurobi [46]. The time required to solve a
MILP is dependent on the number of variables and constraints;
however, the solve times for the case studies presented in the follow-
ing sections typically take only a few seconds.
With this in place, it is now possible to solve the following two

problems: first, the routing problem to estimate the rendezvous and
breakaway points for all possible formation groupings, and thus the
fuel use for each; and second, the assignment problem to select a
compatible set of formations from those considered to achieve mini-
mum total fuel use for the entire fleet.

E. Aircraft Scheduling Considerations for Formation Flight

In this paper, the formation routing methods described in Sec. II
optimize purely for fuel use and ignore the impact of scheduling.
However, scheduling factors such as crew rosters, passenger demand,
and airport capacity all influence flight timing and can be included in
a multiobjective schedule optimization [21,47]. The incorporation of
specific scheduling objectives in formation flight is beyond the scope
of this paper. Instead, we will apply constraints on allowable change
to the current schedule that the solo flights have flown. It is worth
nothing that other studies [48,49] have shown that scheduling
differences can often be overcome through aircraft speed changes
while still producing fuel-saving formations. It has also been
observed [50] that the scheduling of flights at airport hubs often
operates arrivals and departures in “waves” rather that spreading
them out, with an aim to minimize connection wait times of passen-
gers and crew. This wave scheduling of many of today’s flights may
not be too dissimilar to those beneficial to formation flight.
Using the notation of Sec. II.D for each formation j, first, the

optimal route is calculated using the methods of Sec. II; then, the
aircraft speeds that minimize fuel burn (both in solo flight and in
formation) are calculated. From this, the required schedule change
can be measured. That is, Δtj denotes the total change required in

takeoff times, in minutes, to satisfy the formation j route. This can be
accommodated via some schedule “shift” of one (or both) of the two
flights by a total of Δtj. Therefore, before solving the assignment

problem of Sec. II.D, we can apply a schedule “restriction” to theNf

potential formations by filtering out any formation j that requires a
Δtj greater than some allowable schedule threshold Δt.

Therefore, this scheduling restriction dictates the flexibility of an

aircraft to alter their takeoff time in order to potentially join other

aircraft in formation. With this in mind, the results of this paper are

obtained via the following three-stage solution process:
1) The first stage is enumeration: For all possible combinations,

calculate the formation routes and corresponding costs.
2) The second stage is preprocess: Eliminate combinations exceed-

ing schedule change constraint Δt.
3) The third stage is assignment: Given the costs of all combina-

tions remaining, assign a final fleet of formations to fly in order to
minimize total cost.

Note that this three-stage solution process can be extended (and

has been by the authors in Refs. [29,51]) to incorporate higher-

fidelity solutions. This can be done either during the first stage, which

can quickly become combinatorially intractable, or after the third

stage as a postprocess on the much smaller subset of assigned flights

(the authors have used this approach for routing through wind only

after formation assignments have been decided). Thus, at the very

least, the geometric method can act as a reasonable heuristic for

estimating formation potential.

III. Case Study Datasets

The focus of this paper is to look at three case studies and assess

their potential for using formation flight. Given the outlined work of

Sec. II, it is now possible to calculate formation routes for individual

pairs of flights, cost them, and ultimately assign all aircraft into

formation fleets to minimize a global cost.

A. Case Study Outline

Three case studies are chosen, each of which is defined by a list of

currently operating flights: each with an origin and destination air-

port, an assigned aircraft type, and a current scheduled departure and

arrival time.

1. Transatlantic Airline

The transatlantic dataset consists of 210 flights flying eastbound

between the United States and Europe. Each route is based on a real

flight including a specific aircraft type and scheduled departure time.

These flights were taken from the OAG dataset for September 2011

[52]. While the flights have no specific company assigned to them,

for the purpose of this paper, they are assumed to be in cooperation,

trying to optimize savings for the entire fleet of aircraft rather than any

individual airline. All 210 flights are distinct and result in 21,945

different combinations of creating formation pairs.

2. Low-Cost Airline

In the event of the adoption of formation flight within commercial

aviation, it is possible that initially individual companies will join

formations among their own fleet. As a result, this would simplify the

economic problem of how to allocate and share any formation sav-

ings. The flights used are for the second largest European low-cost

airline, EasyJet [53], which may have the potential to use formation

flight across Europe. We refer to this flight list as the low-cost airline

(LCA), representing a number of either short- or medium-haul flights

that are typical of this kind of airline; thus, an assessment can bemade

for the potential for formation among shorter trips.

The dataset chosen is a typical set of flights recorded onMonday, 4

August 2014, from the FlightStats database [54]. Due to the nature of

short-haul flights, many routes appeared multiple times at different

times of the day, often with the same aircraft going back and forth.

Thus, any formation pair combination requiring the same specific

aircraft for both flights is removed by checking against the aircraft

call sign and the flight number. This leaves 1313 flights, resulting in

around 860,000 possible formation pair combinations, making this

the largest of the three case studies.
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3. Long-Haul Airline

Singapore Airlines is a major airline company serving flights from
Southeast, East, and South Asia to many domestic and international
destinations. It acts as a good case study for a wide range of flight
distances, rangingmostly betweenmedium-haul to super-long-haul
flights. The main difference between these flights and ones seen in
the other two case studies is that the vast majority of the routes are
either flying from or to Singapore, like a hub-and-spoke network
(discussed in Sec. III.B). The dataset contains 232 flights on the
same Monday as the LCA [54], equating to just under 27,000
formation pair combinations.

B. Comparing Airline Network Design Using Graph Theory

To try to generalize the results, network characteristics will now be
investigated using a graph-theoretic approach. Simple analysis of the
flight network design has been depicted in Figs. 5 and 6. In these,
airports are represented as nodes of a graph, whereas flights are the
arcs between any two nodes. Also note that the term “degree” of a
node is defined as the number of arcs incident to the node. Therefore,
the degree of an airport is the total number of flights that fly to or from
that airport.
With this inmind, Fig. 5 outlines the flight network as a representa-

tional graphlike structure. Then, using Fig. 5b as an example, node 1
has degree 4,whereas node 5 has degree 6. Additionally, Fig. 6 shows
the sparsity of the entire network via a connectivity plot. With the
airports ordered by their departure longitude on the x axis and
destination longitude on the y axis, a black square is plotted at the
corresponding location.With every point unique to a single flight, the
more points in a column or row corresponds to a higher-degree
airport.
It is observed there is a trend for domestic passenger aviation to

move away fromdirect flights [55] to having larger airports (hubs) act
as transfer points for flights, creating what is known as a hub-and-
spoke network. The long-haul airline (LHA) data represent a regional
airline, Singapore Airlines, which demonstrates an extreme example
of a hub-and-spoke network, whereby the main hub is Singapore
Changi (SIN) Airport, with the majority of their flights in some way

involving SIN Airport. An example representation of this kind of

network is in Fig. 5c, which resembles a “hub-and-spoke” topology

with node 1 representing SIN Airport.
A hub-and-spoke network is generally distinguishable by having a

single high-degree node (the hub) connected to other nodes of much

lower degree. Whereas the long-haul airline flight list also has a

handful of other cross connections between other airports, as a

distinguishing characteristic, the majority of the flights more closely

resembles this kind of hub-and-spoke arrangement. This is backed up

by the network sparsity plot of Fig. 6c, showing that the entire

network is focused around one node, with few flights independent

of the main hub airport.
Conversely, the flights of the low-cost airline are mostly short- and

medium-haul, and therefore choose to fly more point to point

between many airports. This creates what more closely resembles a

“connected network” (as depicted in Fig. 5b), with flights going in all

directions to connect up a large geographical area (Europe in this

case). However, in reality, networks like this are really just a number

of hub-and-spoke networks connected together. The connectivity and

sparsity of the network, shown in Fig. 6b, outlines a reasonably

spread out and interconnected network, except for a hublike pattern

in the center: in this case, around London Gatwick Airport.
The 210 transatlantic airline (TAA) flights are between 26U.S. and

42European airports, flown fromwest to east. As a result, the airports

can be split into two disjoint sets: the U.S. departure airports and the

European destination airports. In graph theory, a network of this kind

is referred to as a bipartite graph (Fig. 5a). This type of flight network

is not common for a single airline; rather, it is because the trans-

atlantic airline flights are a subset of a larger set of flights. In reality,

an airline company flying these transatlantic flights would likely be

interconnected with many domestic flights and a range of different

transcontinental flights. As can been seen from Fig. 6a, the connec-

tivity of the flight network is very sparse. As the flights are only going

in one direction (eastbound), there is none of the symmetry apparent

in Fig. 6b. As they are ordered by the airports’ longitudes, only the

bottom right (corresponding to links between the United States and

Europe) is populated.

a) Bipartite network b) Example of a more-connected
network

c) Example of a hub-and-spoke
network

Fig. 5 Representative graph structures of flight networks.

a) Transatlantic airline b) Low-cost airline c) Long-haul airline

Increasing Destination Longitude

In
cr

ea
si

n
g

 D
ep

ar
tu

re
 L

o
n

g
it

u
d

e

Increasing Destination Longitude

In
cr

ea
si

n
g
 D

ep
ar

tu
re

 L
o
n
g
it

u
d
e

Increasing Destination Longitude

In
cr

ea
si

n
g
 D

ep
ar

tu
re

 L
o
n
g
it

u
d
e

Fig. 6 Flight network sparsity ordered by longitude.
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C. Initial Results

Finally, before choosing how to assign aircraft into formations or
apply scheduling restrictions, we can observe the spread of formation
fuel savings (i.e., the total fuel saved between the aircraft flying in
formation and flying solo) for all possible formation combinations of
each case study for a formation discount factor of 10%. The “unas-
signed” results (i.e., all possible formation combinations found after
the enumeration step of Sec. II.E) for each case study can be seen in
Fig. 7. Then, all the individual formation results are counted in
intervals of 0.5% fuel savings.
There is a distinct spread of formation savings for each case study,

with TAA showing savings ranging all the way up to the 9–9.5%
interval, with over 70% of combinations producing fuel savings over
5%. Conversely, over 50% of the formations for the LCA would
produce less than 1% fuel saving and, at most, 5%. The LHA flights
lie somewhere in the middle, with results spread more evenly across
all of 0–8.5%. Therefore, what is clear is the three case studies
selected form a reasonable representation of today’s flights, as illus-
trated in Sec. III.B; whereas the initial results presented in Fig. 7
demonstrate distinctive ranges of potential savings.

IV. Effect of Scheduling Constraints

The following results are for creating formations with a size of two
using a fixed formation discount factor of 10%, as taken from
estimates in Refs. [14,15,23,28,29,37,40,41], and looking at the
effect a range of flight scheduling constraints has on performance.
In Sec. VI, results will also be presented for varying the discount
factors. The results for each of the case studies are presented with the
results shown for an increasing value ofΔt (in minutes), representing
the maximum total-allowable change a formation can make to their
takeoff times. For lower values of Δt, there are fewer possible
formations to choose from, with less choice results in lower overall
savings. The focus of this section’s results is to observewhat happens
to formation flight performance as the restrictions on the schedule are
gradually lifted and the available choice of formations increases,
therefore converging to the solution without schedule constraints.

A. Overall Average Formation Saving

The metric that is minimized in the MILP is the total aircraft fuel

burn; therefore, the idealmeasure of how good a formation assignment

is, is tomeasure the total fuel saved between aircraft flying in formation

and flying solo. For more direct comparisons, this saving, as a per-

centage, is shown in Fig. 8. For Δt � ∞ (i.e., the unconstrained

problem, depicted as a dashed line), the overall average savings for

the entire fleets are 8.89, 1.89, and 6.15% for the transatlantic airline,

the low-cost airline, and the long-haul airline, respectively.
This shows a clear distinction between the three case studies, with

the flights of the TAA saving themost on average and the LCA saving

the least. As an entire fleet, the LCA’s fuel-burn saving performance

is significantly lower in comparison to the other two cases, partly due

to there being many more flights, with many of them not being ideal

for formation. Only around 45% of the flights in the final assignment

are in formation (compared to 80–100% for the other two), thus

reducing the overall averages slightly.
There are obviously very few suitable formations for a zero change

in takeoff times; however, by simply allowing aΔt of just 30min, the

assignments can achieve savings reasonably close to the uncon-

strained problem. At around 120 min allowable change, almost all

of the unconstrained formation saving is achievable for TAA and

LCA. However, as shown in Figs. 8 and 9, the LHAwould require

greater schedule changes to achieve closer to theverymaximum,with

many of these involving the same long-haul routes being reused.

Therefore, simply from an overall saving viewpoint, there needs to be

some (but not necessarily a large amount of) flexibility in the takeoff

times in order to get most of the fuel saving available from formation

flight.
Our objective of minimizing fuel burn has the benefit that, by

burning less fuel, airlines can proportionally spend less money on

fuel; additionally, there is a proportional reduction in carbon dioxide

(CO2) emissions [56] that would have to be burned during solo flight.

While fuel prices are constantly changing, a price of 600 U.S. dollars

(USD) per metric tonnes (1000 kg) is the current rate as of February

2020 [57]. Additionally, the emissions index of CO2 per kilogram of

fuel burned is estimated to be roughly 3.16 [56]. Using these rates, for

Fig. 7 Distribution of all formation combinations’ formation fuel saving (in percent) for each case study.

Fig. 8 Fleet average fuel savings (in percent) as a function of maximum (Max) total-allowable change in flight schedule (in minutes).
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scheduling restrictions of Δt � 30 and Δt � 240, we can see in

Table 1 the huge effect reducing fuel burn has on these factors. At

the top end, the 210 transatlantic flights could save over 450,000 USD

each day, with around 2500 tonnes less CO2 being emitted.

B. Proportion of Flights Joining Formation

For a given assignment, a rough guide of howwell the set of flights

is suited to formation flight is the proportion of formations to solo

flights. The results for an increasingΔt are plotted in Fig. 9, showing
the proportion of the flights that is assigned into formation instead

of flying solo. For the TAA flights, there is a very rapid trend toward

all flights being part of a formation (i.e., 100%). For the LHA, the

approach is more gradual, eventually reaching just over 75%. The

LCA has the lowest of the three but levels off fairly quickly at about

45%; however, the LCA route list is much larger than the other two at

about 1300 flights. Therefore, although this overall proportion really

reflects the route list as awhole, with themany hundreds of short-haul

flights within the LCA flight list likely bringing down the overall

percentage value, what is more important is the response to the

changing Δt.

C. Flight Deviations and Common Airports

One of the fundamental drawbacks of formation flight is that

aircraft may need to alter their route from their solo routes, flying

out of their way in order to rendezvous with other formation mem-

bers. We refer to this as the deviation distance (or just deviation for

short), defined as the difference between the solo flight distance and

the flight distance that is needed to fly in formation. Ideally, any

deviation in distance flown will be compensated for by the drag-

reduction formation flight offers. Intuitively, this means that forma-

tionswith higher levels of deviationwill be at a disadvantage because

they will first need to “make up” for this offset before they can begin

to make a fuel saving against flying solo.
The deviation results for the transatlantic airline, the low-cost

airline, and the long-haul airline are shown in Tables 2–4, respec-

tively. For each of these tables, the percentage of flights assigned to

formation (“In formation”) are values taken from the percentage

curves presented in Fig. 9. The percentage of those flights in for-

mation having a common airport (departure and/or arrival) is also

detailed. The tables include the average deviation over all formations

and the maximum deviation of any individual flight. These deviation

results are also plotted in Figs. 10a and 10b, showing both the

formation average deviation in kilometers and as a proportion of

the solo distance the flights would have travelled had they not been in

formation. What can be seen is that as the problem becomes less

constrained; i.e., as Δt increases, the TAA flights quickly move

toward lower levels of deviation. Conversely, the LCA and LHA

decrease slightly, but they mostly remain fairly constant. Further-

more, it can be seen from the values outlined in Tables 2–4 that these

levels of deviation are overall very low. These average deviations

typically account for about 1–2% of the flight length, meaning that

most flights are not going very far out of their way in order to join in

formation. The maximum deviation values correspond to relatively

Table 1 Total fuel saved and the associated cost savings and
reduction in CO2

Airline Δt

No. of
formations

Fuel saved,
tonnes Cost, USD

CO2,
tonnes

LCA 30 230 52 31,447 166
LCA 240 296 80 47,808 252
LHA 30 58 308 184,910 974
LHA 240 88 475 285,200 1,502
TAA 30 102 769 461,389 2,430
TAA 240 104 851 510,897 2,691

Table 2 TAA: Effect of scheduling restrictions on formations

Δt, m
In formation,

%
Common
airport, %

Formation deviation
average, km Max, km

0 45 23 229 1125
5 86 30 183 838
10 92 29 121 691
15 95 36 112 702
30 97 47 86 485
60 98 49 76 386
120 99 51 51 352
240 99 56 40 451

∞ 100 70 27 317

Table 3 LCA: Effect of scheduling restrictions on formations

Δt, m
In formation,

%
Common
airport, %

Formation deviation
average, km Max, km

0 6 41 52 125
5 18 36 54 239
10 25 39 47 195
15 27 43 48 195
30 35 40 47 195
60 39 42 42 239
120 44 41 36 151
240 45 44 34 143

∞ 47 46 31 109

Fig. 9 Proportion of flights (in percent) assigned into formation as a function of maximum total-allowable change in flight schedule (in minutes).

Table 4 LHA: Effect of scheduling restrictions on formations

Δt, m
In formation,

%
Common
airport, %

Formation deviation
average, km Max, km

0 3 100 165 281
5 20 96 135 560
10 29 97 128 560
15 37 98 123 560
30 50 98 98 515
60 59 99 113 770
120 68 99 95 1082
240 76 98 95 1289
∞ 83 97 49 1140
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few formations, and thus the results tend to be spread. It is therefore
worth noting that even with low average savings, there may still be a
few formations that have to deviate a larger amount. Importantly,
these relatively small increases to route distances mean that total
flight times would not be hugely effected. The average deviation
range between 27 and 229 km at an example cruise speed of
825 km∕h equates to between 2 and 17 min, respectively.
A linked factor to the level of deviation is whether the flights

making up a formation have a common airport: that is, if they either
depart from or arrive at the same airport as the other formation
member. Clearly, if an airport is shared, then there is likely to be a
lower level of deviation. It is worth recalling from Sec. II.C that we
take into account climb and descent sections of the flight where
formation saving is not allowed; thus, sharing an airport simply
removes the deviation required for the rendezvous and/or breakaway
portion of the flight. The proportions of the assigned formations
who share a common airport are in Tables 2–4, with values plotted
in Fig. 11. Due to the type of network explored in Sec. III.B, the
LHA flights almost all fly to or from Singapore Changi Airport. The
LCA flights are also more or less constant at a level of about 40%,
whereas the TAA flights trend toward about 55%. However, while

increases inΔt show little impact on the levels of deviation of Fig. 10

or the shared airports of Fig. 11 for the LHA and the LCA flights, the

transatlantic flights’ trend toward lower deviation is matched by an

increase in proportion of common airports.

V. Suitability of Formation Flight

The results of Sec. IV clearly demonstrate the potential for

commercial formation flight to achieve significant fuel savings even

with scheduling constraints. However, it is important to be able to

assess, at themacrolevel, howwell a particular set of flights, airlines,

or geographical regions are suited to the use of formation flight.

In Sec. V.A, we will outline a single metric of utilization, which

is capable of quantifying this idea suitably and enables us to

easily compare distinct case studies. Additionally, being able to

demonstrate any possible predictive indicators for what is more

likely to result in good formation savings is key to understanding

potential. Therefore, in Sec. V.B, we look at correlations between

single flight and formation characteristics that equate to the best

savings.

a) Formation average deviation distance (in kilometers)

b) Formation average deviation as a proportion (%) of solo distance

Fig. 10 Deviation required for formation flight as a function of maximum total-allowable change in flight schedule (in minutes).

Fig. 11 Proportion of formations that share a common airport as a function of maximum total-allowable change in flight schedule (in minutes).
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A. Utilization

To make more suitable comparisons between distinct case stud-

ies, we must assess how well an assignment performs when com-

pared to the maximum-achievable potential of the routes. If a

formation pair has a formation discount factor of 10%, this means

that if both aircraft started and finished in formation, observing the

fuel-burn saving over the entire flight, the maximum-achievable

saving would be 10%. However, as aircraft obviously need time to

climb and descend, and so cannot save fuel over the entire flight, the

actual maximum-achievable saving will vary per flight. The notion

of the utilization, denoted as k, is the proportion of saving achieved
to the maximum achievable. That is, the utilization factor k mea-

sures much of the potential fuel-saving is lost due to increases in

deviation and cruise distance in order to reach rendezvous and

separation points. To quantify this, first the great circle distance

of the solo flight is taken; as noted in Sec. II.C, we only consider the

cruise portion of flight, and so the distance required to climb and

descend is deducted. Then, the differential fuel-burn model is

applied to the remaining (cruise) distance to calculate the solo fuel

burn (SFB). The formation fuel burn (FFB) for this ideal solo cruise

distance, for a given formation discount factor, is also calculated;

and the difference between this and the solo fuel burn represents the

maximum-achievable saving �MAS� � SFB − FFB. The utiliza-

tion k is the percentage of achieved saving (AS) to the maximum-

achievable saving (MAS), k � �AS∕MAS�. For example, saving

8% when there is a maximum possible of 9% (as climb/descent has

been taken into account) results in a utilization of roughly 89%. To

use this metric for a set of flights, the utilization k is simply the sum
of allASs divided by the sum of allMASs as a percentage.With this,

the utilizationmetric can be used to quickly express howwell suited

a group of flights is to flying in formation.
The values are plotted in Fig. 12 and show a clear distinction

between the three case studies. The TAA flights can achieve any-

where up to a very impressive 96%utilization forΔt � ∞; that is, out

of the 9.3% theoretical-maximum savings achievable, roughly 8.9%

was realized. The LCA and LHA flights, respectively, can achieve

levels of utilization of up to roughly 35 and 75%.

The utilization factor is a result of a number of different compo-
nents, such as geographical suitability and flight distance, but impor-
tantly dictated by the theoretical maximum. As aircraft are only
considered to be in formations during the cruise leg of their flights,
this theoretical maximum is calculated based on each flight being in
formation for the entire cruise proportion of its flight. Therefore, a
higher proportion of cruise to noncruise flights equates to a greater
theoretical-maximum saving. For the TAA, LCA, and LHA, these
proportion are 9.3, 5.2, and 8.2%, respectively, and remain constant
for all Δt because they are based on the solo flight list, and therefore
do not change based on assignment.
These results show that as the scheduling constraint is gradually

lifted, values tend toward their unconstrained ideal. It is clear from
Sec. IV.A that even with a relatively low Δt of 30 min., formations
can still achieve very reasonable savings. While Sec. IV.C shows a
general tendency to move toward lower levels of deviation (with
transatlantic flights being themost affected), this corresponds tomore
formations sharing a common airport. Finally, the utilization factors
of Sec. V.A show that the TAA flights are the best suited to formation,
followed by the LHA and then by the LCA flights, with the propor-
tion of cruise to noncruise flights being a major contributor.

B. Flight Characteristic Correlations

The results of Sec. IV look at summarizing values for a collection
of results, i.e., averages, maximums, and minimums for an assign-
ment of formations. To try to understand and predict the results, and
in turn identify factors that affect formation flight performance, we
look at correlations. With the correlation coefficient of two variables
X and Y, ρX;Y is between �1 and −1 inclusive, with 0 meaning no

correlation, 1 meaning a perfect positive correlation, and −1 total
negative correlation. The stronger a correlation (i.e., the higher the
absolute value), the stronger the dependence between the two vari-
ables. A strong positive correlation means that an increase in X will
likely result in an increase in Y, whereas a strong negative correlation
would mean an increase in X would likely result in a decrease in Y.
For the optimal assignments, based on aΔt of 30min, for the TAA,

LCA, and LHA, some results are plotted in Figs. 13–15. Each point

Fig. 12 Utilization of potential formation saving as a function of maximum total-allowable change in flight schedule (in minutes).

Fig. 13 Cruise proportion against saving. MILP assignment for Δt � 30. Correlation: TAA � 0.67, LCA � 0.74, and LHA � 0.82.

Article in Advance / KENTAND RICHARDS 9

D
ow

nl
oa

de
d 

by
 9

2.
40

.1
87

.1
97

 o
n 

D
ec

em
be

r 
1,

 2
02

0 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.C

03
59

54
 



on these graphs corresponds to an assigned formation, with the
location representing the relationship between the saving percentage
and some other chosen variable; importantly, the level of correlation
is also noted.
Looking solely at the x locations (i.e., the formation saving), one

sees the same pattern that is observable in Fig. 7. That is, the trans-
atlantic flights are negatively skewed toward the higher-percentage
saving, the low-cost airline skews positively toward the lower sav-
ings, and the long-haul airline flights spread more evenly across the
entire range. The results of this section aim to explore the main
impacting factors on these formation savings.
Observing the relationship between cruise proportion (discussed

in Sec. V.A) and saving, the plot in Fig. 13 clearly shows a positive
trend toward higher savings through a higher proportion of cruise
flight; whereas for the higher levels of saving, proportions of 80–90%
are required, and there are formations with that level of cruise
proportion achieving much lower savings. This trend is backed up
by a strong positive correlation between saving and cruise proportion,
with TAA � 0.67, LCA � 0.74, and LHA � 0.82.
Additionally, Fig. 14 shows the percentage of savings against the

solo formation distance. While solo distance is essentially a fixed
input rather than a result, it is an aspect that has direct effect on the
cruise proportion and deviation. This spread of results shows a
general trend toward higher saving along with a higher solo distance;
whereas the LCA and LHAhave a strong positive correlation, there is
almost no correlation for the TAA flights. Notably, what it really
shows is that there is more of a barrier to higher-percentage savings.
Formations likely need to be longer than 4000 km to achieve savings
over 6%, which in turn would mean a cruise proportion likely above
80%. Conversely, longer flights do not guarantee higher savings
percentages because there are many flights achieving 6–7%, which
are substantially longer than those with 9%.
Finally, the relationship between the proportion of deviation to solo

distance and the saving percentage is plotted in Fig. 15. While the
spreads show formations with a high proportion of deviation likely
result in lower savings, this is most apparent for the TAA flights,
which have a strong negative correlation of −0.79. Additionally,

when comparing the unassigned formations to those which are
assigned for a Δt of 30 min, there is minimal change. The same
conclusions about the correlations can be made for both the assigned
and the unassigned results. At most, the changes are around 0.2 in
either direction, mainly shifting those from minimally correlated to
totally uncorrelated, and vice versa. Importantly, what this implies is
that these correlations aremostly a feature of the case study and not the
assignment process.
The correlation between saving and deviation differs between case

studies. Deviation, which has a strong negative correlation for the
TAA flights (−0.79), has almost no correlation for the LCA (0.01)
and LHA (−0.16) flights. As can be seen in Fig. 10 and Tables 2–4,
the LCA and LHA flights have a much higher level of deviation
present than the TAA. Thus, asmost flights have a reasonable amount
of deviation, this becomes less of a differentiating feature between
formations.
Therefore, if given a more diverse range of flights lists such as the

LCA and LHA flights, the indicators of formations with potentially
high-percentage savings are different from that of the TAA flights.
One should aim for flights that have a longer solo distance because
they will be able to offset deviations and achieve higher cruise
proportions, and thus more savings.

VI. Sensitivity to Formation Discount

Throughout this paper, for formations with a size of two, a fuel-
saving discount of 10% has been assumed when flying in formation.
However, due to this value only being an estimate, based on a variety
of aerodynamic models and flight tests [14,15,23,28,40,41], it is
important to observe what effect this value has on the overall saving.
Therefore, we now look at the routing and assignment results for the

three flight case studies for the problem with no scheduled constraints
(i.e.,Δt � ∞). The results for an increasing formation discount factor,
as a percentage, between 1 and 20%, are now presented. For clarifica-

tion, let us first define the formation discount λ̂f as the percentage of
fuel saving applied during the formation stage of flight. This value

Fig. 14 Solo distance against saving. MILP assignment for Δt � 30. Correlation: TAA � 0.07, LCA � 0.70, and LHA � 0.70.

Fig. 15 Deviation proportion against saving. MILP assignment for Δt � 30. Correlation: TAA � −0.79, LCA � 0.01, and LHA � −0.16.
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relates to the value λf of Sec. II by λ̂f � 100 × �1 − λf�, and it is

essentially the same value expressed as a percentage.

Lower values of λ̂f mean a lower level of incentive for flying in

formation, whereas higher levels increase this incentive. The focus of

this section is to observe the effect on the measures introduced in

Sec. IV as the incentive for flying in formation is increased or

decreased.

A. Overall Average Formation Saving

The overall objective is to minimize cost, which is analogous to

maximizing saving; therefore, all flights are aiming for the best

percentage saving they can achieve. The overall saving as a percent-

age of solo flight is shown in Fig. 16. A range of possible savings is

present in the results for differing λ̂f, with the same general ordering

of the TAA doing “best,” followed by the LHA and the LCA.What is

important to observe in these results is the shape of the curve and the

response to an increase/decrease in λ̂f. The results for the transatlantic

show a stronger linear relationship between λ̂f and overall saving,

whereas the other two have more of an offset with less direct

response.

B. Proportion of Flights Joining Formation

The suitability of a list of flights for formation flight can be shown

by the proportion of formations to solo flights. The results of Fig. 17

show that the TAA flights are highly suited to formation flight, even

for very low discount factors. While the LHA grows to around 80%,

the proportion begins very low and shows a level of unsuitability for

λ̂f less than about 5%. Finally, the growth for the LCA flights is very

steady (almost linear) between 1 and 20%, but for much lower

proportions, with many unsuited to formation flight.

C. Flight Deviations

The deviation results for the TAA, LCA, and LHA are plotted in

Figs. 18a and 18b, showing both the formation average deviation in

kilometers and as a proportion of the solo distance. What can be seen

is that while deviation should be incentivized by greater levels of λ̂f,
the levels of deviation do not change by much. Similarly, for low

formation discounts, the “return” of flying in formation gets propor-

tionally more offset by the deviation involved. The results shown for

the LCA in Fig. 18b support this, where low λ̂f means only small

deviations are economical; but, as the discount factor increases, so

too does the “freedom” to change course and fly in formation as

greater savings are available.

Strongly linked to the level of deviation is the proportion of flights

with a common airport. The proportion of the assigned formations

who share a common airport is plotted in Fig. 19. Whereas the LHA

flights almost all fly to or from Singapore Changi Airport, the LCA

and TAA flights move toward a greater proportion of shared airports

as λ̂f increases. As a result, with the number of shared airports

increasing and the level of deviation generally remaining more

constant, the deviations must therefore be shifted to the joining or

the breaking section of the flight. That is, formations taking off from

the same airport likely have destinations that are further apart (and

vice versa).

D. Utilization

As outlined in Sec. V.A, the level of utilization depicts the effi-

ciency of the overall formation process. The results plotted in Fig. 20,

between the three case studies, show a general tendency toward

higher utilization for higher levels of λ̂f. The TAA flights quickly

achieve high utilization levels. TheLHAs require a λ̂f of roughly 18%
before they reach a level of 80% utilization, whereas the LCA flights

more gradually approach more modest levels of up to 50% for a λ̂f
of 20%.

The results of this section have explored the effect the formation

discount factor λ̂f has on the characteristics of formation flight.While

the value for λ̂f has been estimated anywhere between 1 and 20% in

the literature, these results clearly demonstrate the direct effect this

value has on the potential formation savings and the assigned for-

mation flight choices. Although it is clear that greater discount factors

should result in higher overall savings, this effect is not the same for

all sets of flights. Notably, in the cases of both the TAA and LHA, the

relationship between drag reduction and fuel saving at a fleet level is

almost directly proportional, along with the measures of utilization

show that these flights are the most efficient at converting drag

reduction into achievable fuel savings.

Fig. 16 Relation between discount factor and overall saving achieved.

Fig. 17 Proportion of aircraft assigned into a formation as a function of formation discount factor.
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a) Formation average deviation distance

b) Formation average deviation as a proportion of both flight

Fig. 18 Deviation in distance between solo and formation flight as a function of formation discount factor.

Fig. 19 Proportion of formations that share a common airport.

Fig. 20 Utilization (in percent) as a function of formation discount factor.
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VII. Conclusions

This paper has explored the potential formation flight savings of
three distinct case studies consisting of a list of solo flights. The
transatlantic airline routes consisted entirely of long-haul flights flying
east from the United States to Europe: the low-cost airline routes were
based in Europe and either short or medium haul, whereas the long-
haul airline routes ranged frommedium- to super-long-haul flights, all
across Southeast Asia.
The results of running the routing and assignment of all formation

combinations for each case study were explored for a formation
discount factor λ̂f of 10%. The overall average percentage fuel
savings were promising for all the flight lists, with the transatlantic
airline performing best at close to 9%, followed by the long-haul
airline at just over 6%,whereas the low-cost airline flights produced a
savings of just under 2%, showing that there is real potential even for
the short-haul flights. By exploring the impact scheduling restrictions
would have on the number of potential flight formations, it was
shown that with an allowable change in takeoff time, in as little as
little as 30 min, very reasonable fuel savings can be had across
the fleet.
Introduced in this paper is a general measure of suitability, called

utilization, which gives an indication of those flight lists that are
better suited for formation flight. Particularly high levels (95%) of
utilization were shown for the TAA routes; slightly less was shown
(75%) for the LHA; and reasonably low levels (35%) were shown for
the LCA flights.
An analysis of the correlation between key variables showed what

features of a set of flights are indicative of producing good formations
for overall fleet fuel savings. Low levels of deviation were important
for TAA flights, generally resulting in better savings. Conversely for
the LCA and LHA flights, the longer solo flight distances provided
greater fuel-saving potential than the shorter flights. Thus, we can
conclude that the predictors of formation potential are mostly related
to maximum time in cruise flight and minimal deviation to join other
formation members. Interestingly, it was shown that the scheduling
constraint was entirely uncorrelated to formation saving, actingmore
or less like a random filter, removing potential choices within the
assignment stage.
The results for a range of possible formation discount factors

between 1 and 20% showed that the relationship between fuel saving
and different values of λ̂f was almost directly proportional. Notably,
in the cases of both the TAA and LHA, the relationship between drag
reduction and fuel saving was almost linear, along with the measures
of utilization showing that these flights are the most efficient at
converting drag reduction into achievable fuel savings. Furthermore,
even though greater deviationwas incentivized at higher rates of drag

reduction λ̂f, this did not result in a large increase in average devia-

tions. Instead, formation routes shifted toward sharing airports and
leaving all flight deviations to one end of the formation route.
The methods and results presented in this paper help to highlight

the boundaries of the trade space for routing and assignment when
considering the use of formation flight in the commercial world.
Important, it also demonstrates a level of robustness to airline and
flight types not explored anywhere else. The results shown are
indicative of potential but also open up several interesting avenues
for future work. The methods presented can be used to calculate
larger formations; therefore, a much more in-depth analysis of the
potential and limitations of big formation fleets is a natural extension
that should be explored. Additionally, while scheduling has been
discussed, the authors believe a more holistic investigation of the
factors contributing to an airline’s direct operating costs, such as
scheduling as well as flight time and delay implications, would be of
significant interest to the research community.
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